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The ’KASCADECosmic-ray Data Centre’, KCDC (https://kcdc.iap.kit.edu), is a platform
where in rst order the scientic data from the completed air-shower experiment KASCADE-
Grande is made available for the astroparticle community as well as for the interested public. In
addition, KCDC oers users some interesting features and services that have been successively
added in recent releases. In the past two years, we have improved performance in particular with
a new mongoDB and the update of all relevant software, necessary to make the KCDC data shop
faster and more stable. In addition to corresponding simulations, this also concerns data from
other experiments, as well as access to Jupyter notebooks. With the latest release end of 2022,
we added a plugin which allows event displays for the array data of KASCADE-Grande measured
air-showers as well as C++ programs to enable users to generate their own event displays. In this
update we present a brief history of KCDC, the main features of the recent releases as well as a
short outlook to future development plans.
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1. Introduction

Figure 1: Logo of KCDC. The link to
KCDC is FRRNQ:‚‚kABA˛G?N˛kGR˛eBS.

With KCDC [1] (gure 1), we provide the public
the edited data, i.e. the reconstructed parameters of the
primary cosmic rays measured by the detection of ex-
tensive air showers (EAS) with the KASCADE-Grande
experiment – via a customized web page. The aim of
this particular project was the installation and establish-
ment of a public data centre for high-energy astroparticle
physics. In the research eld of astroparticle physics, such
a data release was a novelty, whereas the data publication
in astronomy has been established for a long time. KCDC
provided the rst conceptional design how the data of
air-shower measurements can be treated and processed
so that they are reasonably usable also outside the com-
munity of experts in the research eld by the interested
public [2]. The original idea and the realisation concept followed three requirements:

• WhenKASCADE-Grande was completed and dismantled, we wanted to make a secure repos-
itory of all scientic data, including the simulations and the software tools used, accessible
to the members of the scientic collaboration and the scientists of the experiment.

• At the same time, we wanted to allow external experts access to the data to enable further use
of the valuable data with possibly new insights and outcomes.

• Last, but not least, the platform should make open data available to the public, for open
science, education, training and outreach.

In all our requirements we have followed the principles of FAIR Data Management [3].
Since we published the rst KASCADE data in the KCDC DataShop in November 2013, it has

been constantly expanded to include more data and other DataShops like KASCADE-Grande and
Maket-ANI [4]. In the 10 years of KCDC we constantly published new major releases, where the
news are documented at the web-based platform. In short:

• With the rst release WOLF359 in 2013, we published 158 Mio events with seven recon-
structed parameters, based on data analyses of the original KASCADE detector array only.

• With the releaseVULCAN in 2014, we switched from SQL to NoSQL data base (MongoDB)
and added data from the KASCADE Hadron Calorimeter.

• WithMERIDIAN, released in 2015, the detector data from each of the 252KASCADEArray
detector stations were published. In our basic software framework of KCDC, KAOS, two
new plugins handling the KCDC ‘Publications’ and rst ‘Spectra’ data of related cosmic-ray
experiments for download were included.

• A big change has been introduced with the release of NABOO in 2017. All data from KAS-
CADE and KASCADE-Grande, recorded between 1997 and 2013 were published increasing
the number of events to 433 million with roughly 800 data words per event. Furthermore, the
matching CORSIKA simulations for KASCADE and GRANDE for six dierent high-energy
hadronic interaction models were released.
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• With the releaseOCEANUS in 2019 we moved the DataShopMongo DB to a sharded cluster
speeding up the processing time for user requests by roughly a factor of 50. Furthermore,
the data of the Radio LOPES detectors were added as a new detector component within the
KASCADE DataShop.

• With the release PENTARUS in 2020 we added a second DataShop, which allows now to add
in a modular way for each new experimental data independent access on the same platform.
This way we added a second DataShop with data sets based on KASCADE-Grande called
COMBINED, handling the joint data analysis of the KASCADE and GRANDE detector
arrays.

• With the release SKARAGAN published in 2021, we introduced data from the Armenian
air-shower experiment Maket-Ani for the rst time a DataShop not related to the KASCADE-
Grande experiment.

In between these ‘major releases’ we published some ‘minor releases’ when, for example,
new ‘Spectra’ or ’Simulations’ have been added or when bug-xes were necessary. From the
very beginning, a large interest from the community was given, proved, e.g. by our anonymous
monitoring of the access to the portal with more than 400 users registered from ve continents.
We track page views and downloads with MATOMO analytics [5] to learn about the customers
needs. As communication platform serves an Email list for the KCDC subscribers as well as social
networks, like Twitter https://twitter.com/KCDC_KIT.

2. New in KCDC

2.1 Improving performance and stability

With the KCDC release SKARAGAN 2.0 in 2021, we have updated all front-end and back-end
software packages to the latest versions. KCDC is now running on the operating system UBUNTU
20.04 LTS. The outdated ftp-download procedure was switched to a direct https-download, which
is valid for all downloads like user requests, pre-selections, simulations, programming examples
etc. and we improved the privacy policy.

Early 2022, with the release QUALOR 1.0, we switched to a new mongoDB shard cluster,
which increased the processing speed for the user requests by a factor of two. A new login procedure
was added, which allows the users access to KCDC web portal and data via Helmholtz-AAI and for
KIT internal users via a local Keycloak server.

2.2 Extending simulations and spectra data

Based on requests of our users, we have increased the number of available simulations by a
factor of two. With release SKARAGAN 2.0 we published a new simulation set based on the
cosmic ray event simulation package CORSIKA using the high-energy interaction model SIBYLL
2.3d and Fluka for particle energies below 200GeV.

In the folder ’Spectra’ at present more than 100 data sets are available for download from 27
dierent experiments published between 1984 and 2021 in the energy range 1014 to 1020 eV. The
data sets contain published results, mostly from ground-based UHECR experiments. These are
usually all particle spectra, but data sets from various mass groups like p, He, C, Si and Fe or heavy
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and light respectively derived from the unfolding procedure for dierent high-energy interaction
models like QGSJet, EPOS and SIBYLL have also been published, such as for KASCADE-Grande.

2.3 Event Displays

In December 2022, with the release QUALOR 2.0 we included a new plugin into the KCDC
framework to visualise cosmic ray events measured and reconstructed by KASCADE-Grande. Now,
within the KCDC web portal, we provide two possibilities to display events;

• random events from predened displays (not from simulations);

• generate your own event displays for data from the KCDC DataShops and associated ‘pre-
selections’ or ‘simulations’, using the software packages provided there.

We chose this way, which at rst glance seems complicated, because there is no way for the KCDC
users to access our event database directly.

2.3.1 Random events from predened displays

From the entire data sample recorded with the KASCADE-Grande detector system, which
consists of over 433 million events, we oer more than 210.000 events for random display. This
selection represents a uniform distribution of the measured data in the energy range 1014 to 1018 eV.
In case of KASCADE, about 123.000 events are available, while for GRANDE more than 88.000
events can be displayed.

Furthermore, to increase the number of events in the interesting high-energy region, we provide
about 12.000 events for GRANDE in the region ch > 6.3 [log10] and 10.000 events in case on
KASCADE in the region e > 5.6 [log10] (marked red in g. 2).

For measured events, the event displays show ’Energy Deposits’ and ’Arrival Times’ recorded
in each detector station of the KASCADE or GRANDE detectors.

In case of a KASCADE event, three plots are displayed, showing the energy deposits in the
252 e/-detectors of the KASCADE-Array (g. 2, top left) and in the 192 -detectors (top right) in
eV. The arrival time distribution is given in ns and represents the rst time stamp of each detector
station that has been hit by a charged particle.

In case of a GRANDE event, the displays show the charged energy deposits in the 37 stations
of the GRANDE-Array (top) in ‘lego’ and in ‘colour’ plots. The arrival time distribution in 37
detector stations (bottom left) is a relative time given in ns and represents the rst time stamp of
each detector station that has been hit by a charged particle.

A list of the event properties like run- and event numbers and event time, shower parameters
reconstructed like core position and arrival direction as well as the respective number of stations
contributing to this event for both detector components is shown in the bottom right corner.

2.3.2 User generated event displays

By means of C++ programs provided for download, the user can easily visualize Events
measured by the KASCADE and GRANDE detectors as well as simulated events and pre-selections
downloaded from the KCDC Web portal.

The Event Displays show ’Energy Deposit’ and ’Arrival Time’ distributions recorded in each
detector station of the KASCADE or GRANDE detectors. In case of simulated events, the ’En-
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Figure 2: Display of a KASCADE cosmic ray air shower event in KCDC

ergy Deposits’ and ’Arrival Times’ of air showers, simulated with the air shower simulation code
CORSIKA1 and the detector simulation code CRES2 are displayed.

As the provided programs are embedded in the CERN ROOT framework, only ROOT les can
be analysed and displayed. An example for a high-Nch GRANDE event is given in g. 3.

1COsmic Ray SImulation for KAscade
2Cosmic Ray Event Simulation
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Figure 3: Display of a simulated GRANDE event in KCDC

2.4 Tutorials and Masterclasses at KCDC

The integration of Jupyter Notebooks support directly on the KCDC platform has allowed
users to conduct data analysis in an online mode [4]. To take advantage of this capability, logged-in
KCDC users can navigate to the ’Analyses’ tab on the website’s left panel and select ’Jupyterhub’.
This will redirect them to the Jupyter server directly connected to KCDC. Access to the server is
granted through the respective KCDC user account. The Jupyter environment serves as a versatile
tool, facilitating not only individual work but also conduction of tutorials and masterclasses. Our
rst experience of organising a fully online master class (due to the prevailing Corona conditions)
based on KCDC data using the Jupyter instance at KIT/IAP, was presented in [6].

Presently, the Jupyter Hub at IAP provides users with access to ve tutorials based on the data
by KASCADE and Tunka-Rex experiments, as well as open data sourced from the IceTop setup [7]
of the IceCube experiment These tutorials are currently oered in English and/or German, with
future plans to develop versions in both languages for all tutorials.

Notable attention should be given to an invited lecture-masterclass conducted at the German
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DPG SpringMeeting of theMatter and Cosmos Section (SMuK) [8], as part of the Hacky Hours - an
experimental joint session of the working groups "Young DPG" (AKjDPG) and the Working Group
on Information (AGI). The session aimed to present and discuss practical tools for scientic work.
In the rst half of the event, we delivered a comprehensive report on KCDC within the context
of open science. This included providing access to open scientic data and open educational
resources, employing open-source software within the portal, exploring the handling of big data,
and upholding the FAIR data principles in experimental particle astrophysics. Furthermore, we
explained the structure and operational principles of the KCDC data center services. The second
part of the event consisted of an online tutorial conducted on KCDC’s JupyterHub platform. During
the practical session, participants were invited to work with their own laptops and temporary user
accounts provided by KCDC specically for the tutorial.

The tutorial included the following steps:
1. Logging into the KCDC portal using the temporary account and familiarizing themselves

with the available datasets and portal materials.

2. Transitioning to and logging into KCDC’s JupyterHub.

3. Working with open data from the KASCADE experiment in Jupyter Notebook: Utilizing the
KCDC API to load data; Reading the data into a pandas dataframe; Performing exploratory
analysis on the data, including histogram visualization. In addition to the core tutorial,
participants were presented with bonus tasks: (i) Comparing distributions of experimental
data and simulation data, (ii) Developing a prototype of a lightweight data-driven application
inspired by the development experience of the outreach machine-learning-based application
by utilizing data from KCDC.

A total of 15 scientists, who were participants of DPG-2023, attended the tutorial.

3. Partnership with CRDB

Considering the vast amount of academic repositories and search engines for locating and
accessing published scientic data, unied access to published datasets and spectra is still in the
early stages. This is due to the large variety of experiments and thus the large variety (and it’s
dierences in location, operation and data format) of measured data. In cooperation with CRDB,
the Cosmic-Ray DataBase3 [9, 10], KCDC is taking a step towards unication by embedding the
spectra data from KCDC, i.e. published data from extensive air shower experiments, into CRDB.
The advantage of such an extensive collection of UHECR data is that data from other experiments,
even from balloon and satellite experiments, can be obtained relatively quickly via the CRDB web
interface.

4. Outlook

Following requests of the community as well as the users of KCDC on how to handle big data
in science, we have further developed KCDC, and have still several tasks and ideas on our to-do list.

3https://lpsc.in2p3.fr/crdb
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An interesting cooperation is developing within the framework of the German initiative for a
National Data Infrastructure, NFDI [11]. Here, the PUNCH4NFDI consortium [12] (representing
the German communities in particle, astroparticle, nuclear and astro physics) is developing an
overarching Science Data Platform that will make it possible to search for and combine digital
research products from the various research areas. This is of particular interest for multi-messenger
astroparticle physics. For PUNCH4NFDI, KCDC is an initial use-case to demonstrate the feasibility
of the concept. Keep track on the KCDC platform, where we will inform you on next steps.
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support of the KCDC project. We are very grateful to CRDB people (in particular D. Maurin and H.
Dembinski) for the cooperation with KCDC. In the PUNCH4NFDI consortium we thank A. Gaisser for his
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